
In this work, we propose Rainbow UDA, a new framework designed to address the
drawbacks of the previous ensemble-distillation frameworks when combining multiple
unsupervised domain adaptation (UDA) models for semantic segmentation tasks (UDA-SST).
Such drawbacks are mainly resulted from overlooking the magnitudes of the output
certainties of different members in an ensemble as well as their individual performances in
the target domain, causing the distillation process to suffer from certainty inconsistency and
performance variation issues. These issues may hinder the effectiveness of an ensemble
that includes members with either biased certainty distributions or have poor performance
in the target domain. To mitigate such a deficiency, Rainbow UDA introduces two operations:
the unification and the combinatorial fusion operations, to address the above two issues.

MethodAbstract

Combinatorial Fusion Operation

Motivation

An illustration of the two issues of the average
operation adopted in the previous ensemble
distillation framework. For the first issue,
directly averaging the output certainties of
them together may cause the final prediction
of the ensemble to be dominated by the
teacher trained with the entropy minimization
method, rather than the majority of all the
models. For the second, assume that there is
an under-performing model. The performance
of the ensemble may degrade if the average
operation is adopted.

•  𝒯 is a teacher ensemble, 𝐶 is a given set 
of semantic classes, 𝑃 is the set of pixels in 
an image.

• 𝑦(𝑝,𝑐,𝑡) : output certainty predictions 
from each 𝑝 ∈ 𝑃, 𝑐 ∈ 𝐶, 𝑡 ∈ 𝒯
•  𝑆𝜃: a student model parameterized by 𝜃.

(1) Derive the averaged output certainties from 𝒯 using the average operator

(2) Minimize the cross-entropy loss between the averaged output certainties from 𝒯 and 𝑆𝜃
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Framework overview
(1) Convert 𝑦(𝑝,𝑐,𝑡) to one-hot 
pseudo labels using hard 
unification (HU)
(2) Perform soft unification 
(SU) operation on each 𝑡 ∈ 𝒯
to determine a fusion policy 𝜋.
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• Hard unification (HU) ℍ ∙ is formulated 
as:• Soft Unification 𝕊(∙) is formulated as:

Unification Operation

Combinatorial Fusion Operation

Fusion Policy 𝝅
• Fuses the predictions of different 𝑡 ∈ 𝑇 from the perspectives of segmentation 

channels.

• The unified outputs ℍ 𝑦(𝑝,𝑐,𝑡) are fused relying on the fusion policy 𝜋.

• In our experiment, per-class IoU on the training dataset has positive correlation 

with average per-class certainty:

• represents the set of pixels that 
cover the segmentation map of a class 𝑐 ∈ 𝐶 predicted by a certain 𝑡 = 𝜋(𝑐) ∈ 𝒯.

• Based on the above observation, we formulate the

fusion policy 𝜋 as:

• The fused prediction is given by

𝑦𝜋
(𝑝,𝑐)

≜ ℍ 𝑦(𝑝,𝑐,𝜋 𝑐 )

Resolving Operator

• Let the area where 𝐴 𝑐,𝜋 𝑐 for different
𝑐 ∈ 𝐶 overlap be denoted as ሚ𝐴𝜋

• Since {𝐴 𝑐,𝜋 𝑐 |𝑐 ∈ 𝐶} are not necessarily mutually exclusive, ሚ𝐴𝜋 is not 
guaranteed to be in one-hot form. Thus we employ a spatially-aware resolving 

operator ℝ ∙ ∶ [0, 1] 𝒫 ×|𝒞| that assigns a class label for each pixel under ሚ𝐴𝜋

using majority voting over a fix-sized kernel, defined as:

, where 𝕍𝜅(∙) denotes the majority voting kernel of size, and 𝜅 is a hyper-
parameter. 

The combinational fusion operation consists of two components: the fusion policy 
and the resolving operator.

The Previous Ensemble Distillation (EnD) framework

The Certainty Inconsistency and Performance Variation Issues

𝒯′
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(3) Fuse the one-hot pseudo labels based on 𝜋 to generate the fused predictions.
(4) Train a student model 𝑠𝜃 using the images from the target domain dataset and 
the corresponding fused predictions to distill the knowledge from 𝒯 to 𝑠𝜃.

𝒯

Experiment Result

• The table reports the quantitative results evaluated on the GTA5 → Cityscapes (G→C)
and SYNTHIA → Cityscapes (S→C) benchmarks. The models used in 𝒯 are presented in the
first seven rows for both G→C and S→C. The setting Source Only corresponds to the
student model trained only with the source domain ground truth annotations.

Quantitative Results

The Raw RGB Input Rainbow UDA The EnD Baseline

The Robustness to the 
Performance Variation Issue
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Impacts of the Composition of 𝓣
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