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This project proposes a new framework that aims to enhance the performance of a self-driving deep reinforcement learning (DRL) agent that is deployed to a domain
different from that it is trained. We propose a new semantics segmentation based unsupervised domain adaptation (UDA) model that bridges the gap between
different domains, e.g., CARLA simulator to real-world, by incorporating depth information as the perception module of the agent. The performance of the network is
evaluated on SYNTHIA to Cityscapes benchmark and two scenes in CARLA simulator that possess different weather and lighting conditions. With the help of the
perception module, the DRL agent trained in different scenes can be deployed into unseen domains with minimal performance degradation. Furthermore, since an
UDA approach is adopted by our perception module, the semantics segmentation and depth annotations of the target domain are not required, which makes
transferring the agent to another domain much easier. To sum up, our work opens up opportunities for future works that attempt to train DRL agents in simulated
environments and deploy them to the real world.

Abstract

Contributions

The perception model of our framework is a dual task UDA model that aims
to adapt from the source domain to the target domain by training on the
image-label pairs in the source domain and the images in the target
domain. The network consists of a generator and two discriminators and is
trained in an adversarial fashion. The generator generates semantic
segmentation and depth of the corresponding input image. The
discriminator takes the output of the generator and tries to determine
whether the original input is from the source domain or the target domain,
and a discrimination loss is induced. If the input image is from the source
domain, a loss is imposed such that the cross entropy loss between the
generated output and the ground truth is minimized. As a result of training,
our model successfully adapt to the target domain and outperform
previous SOTA methods. The tables demonstrates the performance of our
network measured in two scenarios in terms of mIoU.

Our framework comprises two modules, the DRL self-driving agent, and a dual
task perception model. During the training phase, the DRL agent is trained in
a simulated environment and takes semantic segmentation and depth
information generated by the environment as its visual input. An UDA model
is trained separately with the image-label pairs in the source domain and
images in the target domain. During the deployment phase, the UDA model
generates the semantic and depth information in the target domain for the
DRL agent as visual inputs. Given the visual input and other information, the
self-driving DRL agent generates actions to accomplish the tasks it is trained
to perform.

We use CARLA, an open-source driving simulator as the training environment
for our RL model. CARLA is based on Unreal Engine to run the simulation. It
serves as a modular API with a client-server architecture. The server is
responsible for the simulation, while the client-side controls the logic of
actors. Using CARLAʼ s Python API, we built an RL environment (CarlaEnv) on
the client-side to meet the OpenAI Gym standards. The architecture is
illustrated below:

Table 1. Performance comparison with the other methods in SYNTHIA to Cityscapes.

Table 2. Performance comparison with the other methods in CARLA (town1 to town3)

For the DRL agent, PPO is used as the RL algorithm because of its
efficiency and stability. PPO have been extensively used in previous works,
such as Unity ML Agent, Atari games, and other self-driving works, and
have achieved remarkable results. However, different to previous works,
we incorporate additional information to assist our DRL agent, including
speed, steering, and displacement vector. Displacement vectors are widely
used in self-driving tasks, which provide guidance for the agent to
approach the goal.
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Figure 1. The overview of the proposed framework.

UDA Perception Model
(1) We propose a novel UDA method that incorporates depth information.
(2) We allow a driver agent to be deployed domains different to that it is trained

into domains.
(3) We design a self-driving agent environment interface to train RL driving 

agent.
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Figure 2. The overview of CARLA environment.
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Figure 3. The overview of the perception model and the visualized results.


